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Abstract. An estimator of the self-similarity parameter for certain classes
of random processes is presented. Simulation of synthetic data is also
treated. The estimator was implemented for both the case 1D and 2D,
verifying a high linearity and robustness in the estimation. Finally po-
tential application from real world images such SAR images are also
discussed.
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1 Introducction

Nowadays, models based on fractality are in almost all the scienti�c disciplines.
Historically, the �rst fractals were the Cantor set, the Weierstrass function, and
the Brownian movement [Coh 13, Fal 90, Pes 02]. These �rst examples shared
some basic concepts that are currently very sought after in many models: self-
similarity and certain roughness [Coh 13, Mar 93, Wor 92]. However, to formally
de�ne what is a �fractal� or its almost synonymous with �fractional� there are
two main axes: the whole object must be similar to each of its parts and its
Hausdor� dimH() [Fal 90] is not integer. For example, a line L in the plane has
the dimension of Hausdor� dimH (L) = 1, and a set formed by a rectangle with
its interior has dimension 2 (it �lls all the space in some way). A fractal F in the
R2 plane, in contrast, has a dimension dimH(F) in the interval (1,2).

If the exact self-similarity condition is replaced in a probabilistic sense, we
get an in�nite number of random function graphs (i.e. stochastic processes) that
possess the desired property, combined with roughness. The �rst example and
prototype was the Brownian process (Bm ) [Coh 13, Fal 90]. One of the many
problems that arise its that must be choosen a criterion of classi�cation ac-
cording to its category. According to the probability distribution of the tra-
jectories of this process, this results in a statistical problem of parametric or
semi-parametric estimation [Coh13, Mar 93, Wor 92]. A usual parameter for
measuring self-similarity is the Hurst parameter H or similar. For us, a stochas-
tic process will be self-similar if it meets the following de�nition [Coh 13, Gne
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04]. Definition : A stochastic process X is self-similar, with parameter H, if
(X(λp))p∈Rn = (λHX(p))p∈Rn (where λ is any positive real number and equality
is in distribution). In practice the index p is the time or a spatial coordinate.
In some way, the parameter H governs the roughness of the trajectories as can
be seen in the simulations shown in next sections, the greater H the greater the
smoothness of the process realizations.

2 Model Synthesis

Patterns were generated according to the model in one dimension (1D) for a
discrete interval of points [Cor 1D]. Fig. 1 show the plots for the values obtained
consideringH = 0.3 and 100, 1000, 10000 and 100000 iteration terms respectively
and in all cases for 8192 discrete points. In the aforementioned plots it is observed
how the curve becomes more complex as the generated terms increase. Fig. 2
(left) presents a "zoom" for the �rst 128 points of Fig. 1 (right) (H = 0.3 and
100000 terms), note the similarity in this zoom with Fig. 1 (left), where the 8192
points generated with (H = 0.3) are shown but with only 100 terms. In Fig. 2
(center) it is plotted for the case of H = 0.9. In it you can see a much softer
line, with small and soft deviations from a main line. Fig. 2 (right) shows the
trajectory achieved for three di�erent H values: H = 0.2, 0.4 and 0.8 for the
�rst, second and third of the 1024 points considered and 100000 terms.

Patterns were generated according to the model in two dimensions (2D) for
a discrete interval of points [FracSim]. The 2D data matrix obtained were repre-
sented as images �les to have a visual perception of the type of fractality gener-
ated. They are presented in Fig. 3. Fig. 3 show how the degree of detail increases
as the number of terms increases. The matrix generated were 512x512 elements
with H = 0.3. Each element requires the execution of a loop for the desired
number of terms. So the whole matrix requires a combination of nested loops
and large execution times when large matrix and many terms are considered.
For example, the generation of the matrix corresponding to Fig. 3 right requires
half an hour of processing on a high-performance PC. Larger matrix with, for
example, 1000000 terms, require the use of optimized code and parallel execution
to obtain results in reasonable times. Known the value of H and certain proba-
bility distributions it is possible to simulate a wide variety of processes, in the
graphics, it is easy to recognize the potentiality to simulate textures in natural
images, etc. However, the inverse problem also occurs. Assuming as hypothesis
that one or several regions of the image is a realization of one of these processes,
then it is of interest to know the parameter H. An example, that motivated this
work in a preliminary way, is a project, carried out by some of the members of
the present work, for the automatic identi�cation of oil spills in the sea through
the use of satellite images SAR (Synthetic Aperture Radar). Synthetic aperture
radar is now commonly used for operational monitoring of oil spills. SAR is
the most established for its ability to 'see' through the clouds. Several models,
in the same problem, have assumed some kind of local self-similarity in these
images [Aiz 01, Ben 99, Guo 09, Pac 19, Ric 14]. In our case, it is reasonable
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Fig. 1. H = 0.3 with 100, 1000, 10000 and 100000 terms and 8192 discretization points.

Fig. 2. Left: zoom in the �rst 128 discret points with H = 0.3, 100000 terms. Center:
H = 0.9, 10000 terms and 8192 discretization points. Right: H = 0.2, 0.4 y 0.8 for the
�rst, second and third of the 1024 points considered and 100000 terms. .

and experimentally veri�ed that the surface of the water in motion, due to the
turbulence, presents some kind of self-similarity. In practice this would mean
that, for example, the regions without pollution would have a certain value of
Hurst, H1, on the other hand, the regions contaminated with oil would present
a movement with greater damping, which would result in a more soft than the
rest, with a value of H2 > H1. These conjectures lead to the problem being
solved with a series of hypothesis tests whose central axis is the estimation of
the H parameter.

3 Some Experimental Results

In this work we start by estimating H for case 1D with data generated syn-
thetically for known H. The estimator was applied to sequences of 8192 data
generated for H values in the range of 0.2 to 0.9. The algorithm applied to each
complete sequence of data (the 8192 points) produced estimated values of H
with a strong linear relationship with the real H. For the same series of data,
the application of the estimation of H in di�erent sub-regions of the series was
considered, using continuous data intervals of 1/2, 1/4, 1/8, etc., up to very
small fractions of the 8192 points. For these estimates of smaller datasets the
same H values were consistently obtained. Patterns were generated according to
the model in two dimensions (2D) for a discrete interval of points. The 2D data
matrix obtained were represented as images to have a visual perception of the
type of fractality generated. They are presented in the �gure 3. Figure 3 show
how the degree of detail increases as the number of terms increases. The matrix
generated were 512x512 elements with H = 0.3. Fig.4 shows the estimation of
parameter H for 2D synthetic images. It was evaluated based on synthetic im-
ages with numerous combinations for di�erent values of H, di�erent amounts
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Fig. 3. H = 0, 3 and 512x512 discrete points and from left to right 100 terms, 1000
terms and 10000 terms.

Fig. 4. Estimated H for 512x512 and 1024x1024 images and addition terms from
100000 to 1000000.

of addition terms and two image resolutions of 512x512 points and 1024x1024
points. In Fig 4, a linear relationship between the estimated H and the actual
H can be consistently observed. This allows you to get to the correct estimate
easily. It should also be noted that tending towards certain con�gurations this
linearity is lost and di�erent values of H are no longer distinguishable by es-
timation. For 512x512 images, a greater number of sum terms are leading the
curves with a constant saturation towards the lower values of H. This is because
for an image of certain dimensions (small), low H values make the image more
likely to be noise for a greater number of iteration terms. For the 1024x1024
images, in a contrasted way, a lower number of sum terms is leading the curves
to a constant saturation tending toward zero for the higher values of H. This is
because with few terms and increasing H values the images become smoother
and more similar. With a greater number of terms, the fractality can be devel-
oped for increasing values of H being then possible its detection (linear zone).
Once the theoretical and computational models have been validated, �nally the
application of these techniques to the detection of oil spills in the sea from SAR
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images can be overcome. We have started with the analysis of some images,
which are anticipated to require some preprocessing to facilitate the task of the
estimate sought.

4 Conclusions

We presented one and two dimension model synthesis and estimators of self-
similarity processes and discussed their possible application to the problem of
estimation and detection in real SAR images. In the case of the used 1D estima-
tor, very good results were obtained, with high linearity and robustness in the
detection of the Hurst H parameter. Also very good results were obtained, with
high linearity and robustness in the detection of the H parameter for the 2D
case. Some limitations in the estimation for the 2D case also were detected for
some con�gurations involving images resolution, terms of sum and actual H val-
ues of synthesis. This information will be extremely useful when the estimation
algorithms will be applied to real SAR images.
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